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Compute Performance Gain Comes from 

60% of compute performance gain over last decade came from 
process technology advancement
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Logic Scaling

Scaling continues enabled by innovation in materials, devices, process integration & DTCO

3
S. Salahuddin, K. Ni and S. Datta, “The era of hyper-scaling in electronics,” Nature Electronics, 2018
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Memory Scaling

Scaling continues enabled by devices, structures and process integration innovation

4
K. Kim, “The Past, Present, and Future,” IEDM 2021
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Roofline Performance  

• Compute Bound: logic transistor performance, improve wire RC, stack more layers with high 
intertier via  density

• Memory bandwidth Bound: Internal: Memory layer stacking with high TSV density, External: 
core to HBM interconnect using Si interposer

C Yang, T Kurth, S Williams “Hierarchical Roofline analysis for GPUs:….. “, Concurrency and Computation: Practice and Experience (CCPE), Aug 2019
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Communications

Chip partitioning and technology adoption depend on Tx power, power efficiency, cost 
and target form factor

Heterogeneous integration (HI) critical for mmwave communication

5/7nm FinFET22nm 
12/14/16nm FF22nm RF SOI, SiGe (InP,GaN), GaAs (InP)

Modem Application
Sensor
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Processing

Antenna Module



Go vertical

 BEOL logic, memory
 Barrier less HAR Vias
 Fine-grained thermal
 FEOL FETs (NC, Cryo)

 SOT MRAM
 VCMA MRAM
 Magneto-electric
 Probabilistic bit

 Millimeter-wave packaging
 Chip to chip signaling
 Power delivery
 Reconfigurable RF
 Package-level Thermal 

 Analog weight cells
 Stochastic compute
 Collective compute
 Secure compute

Design, build and benchmark semiconductor prototypes to establish technology roadmap

Embrace
Heterogeneity

Augment charge 
with spin

Compute 
with memory
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Monolithic 3D

FEOL logic

Thermal 
management

BEOL logic

BEOL 
memory

Dense 
interconnect & via

BEOL Transistors (n-type)

Integration at 
• Transistor level 
• Gate level
• Block level

Highlights: ML MoS2 growth on trench sidewall 
below 550C; Rc ~ 190 Ωµm (In/Au) and 220 Ωµm 
(Sn/Au) 

2D Materials

Highlights: LG = 50nm, EOT= 0.8nm, SS 
67 mV/dec, RC ≈ 500 Ω∙µm, ID ≈ 720 µA/µm; 
improved VT stability

Dual-Gate W-doped In2O3 nFET
Amorphous Oxide Semiconductors 
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Monolayer MoS2 nFET

Challenges: Defect control in ML TMD and dielectric 
interface

Challenges: Defect control in oxide thin films
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Monolithic 3D

FEOL logic

Thermal 
management

BEOL logic

BEOL 
memory

Dense 
interconnect & via

BEOL Memory (Monolithic 3D eDRAM)

Integration at 
• Transistor level 
• Gate level
• Block level

2T (capacitorless) DRAM memory with sub femto
ampere Ioff BEOL oxide FETs

Highlights: Demonstration of 2T gain cell embedded DRAM (eDRAM) exhibiting (a) 
cell level leakage current of ~1x10-15A/μm and ~1x10-14 A/μm at 25C and 85C

Challenges: Stability/Variability of IWO FETs without affecting mobility
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Monolithic 3D

FEOL logic

Thermal 
management

BEOL logic

BEOL 
memory

Dense 
interconnect & via

BEOL Memory (Monolithic 3D TCAM)

Integration at 
• Transistor level 
• Gate level
• Block level

Highlights: Demonstration of M3D TCAM array demonstrating in situ compute of  Hamming 
distance and 3-way 3-shot learning with 20-bit feature vectors

Challenges: Fabricate arrays for larger statistics; SOC compatible voltage; Vt drift

2 layers of Ferroelectric FETs as TCAMs for few shot learning
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Polylithic 3D

SiO2 Reconstituted Tier 

Si Wafer 

• Fills gap between M3D and 
heterogeneous packaging

• SiO2-reconstituted Tier for BEOL-
level polylithic integration

BEOL Chiplets

Highlights: Demonstrated SiO2-reconstituted Tier with via and RDL transferred 
onto glass substrate. 

Challenges: Staying competitive with industrial 3DIC approaches; thermal 
management

3D Integrated Chiplets Encapsulation (3D ICE)

Transfer of SiO2-reconstituted-tier on a glass wafer



Augment Charge with Spin

Noriyuki Sato, Ian Young (Intel) 2020 VLSI Symposium

Beyond STT-MRAM

Explore conventional and new symmetry materials to switch 
magnet (by current / voltage) more efficiently than STT



Spin Orbit Torque (SOT) Memory

Comparison of write energies:
red line: IP SOT beats SRAM
black line: PMA SOT beats STT-MRAM
blue line: IP SOT beats STT-MRAM

• Maximum spin torque efficiencies 
fall within resistivity range of 103-
104 µΩcm.

o Topological materials 
allow torque efficiencies > 
1

• Existing materials allow write 
energies less than STT-MRAM for 
in-plane SOT-MRAM



Embrace Heterogeneity

R. Viswanath (Intel) et al., 2018 IEEE EDAPS

Doug Yu (TSMC) 2019 IEDM Evening Panel

It may prove to be more economical to build large systems out of smaller functions, 
which are separately packaged and interconnected  - Gordon Moore, 1965



Embrace Heterogeneity
Today’s HI trends Heterogeneous fabric (ASCENT)

SoICTM WoW

InFO CoWoS

Smaller bump/bond pitch
Larger package size 3D integration

Heterogeneous Integration 
using Glass Interposer & 
Fan-Out Panel Level 
Packaging

Package integrated 48-to-1V voltage 
converter & regulator for data 
centers



Compute with Memory
Compute with memory (ASCENT)

Compute-in-memory (CIM)

Dynamical systems

Fast search or Homomorphic 
encyption with TCAM

Analog MAC with cross-bar

Ising machine Stochastic Restricted 
Boltzmann machines

Explore specialized hardware for solving 
computationally hard problems



17…. is heterogenous and distributed 

The future of data-centric compute



Joint University Microelectronics Program

www.src.org/program/jump
Semiconductor Research Corporation

@srcJUMP

http://www.src.org/program/jump


Successes and 
Learnings from JUMP 
ComSenTer

Dr. Farhana Sheikh,
Intel Corporation

SIA-SRC Webinar on the 
Collaboration towards 
Decadal Plan Goals: 
Advances and Challenges 
in Semiconductor 
Hardware  
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Computing has become pervasive, and the entire world is becoming digital
Tech has never been more important to humanity

Revolutionary technologies to address high-frequency radar, sensing, and communications: 
systems-to-circuits, beyond-CMOS devices, CMOS optimizations for sub-THz circuits –
convergence of communications, sensing, and compute

ComSenTer System Highlights: 
• 140GHz Channel measurements up to 100m in urban environments, 1GHz BW
• Digital MU-MIMO: low-cost, energy-efficient digital beamforming  adaptability
• Systems-to-circuits modeling and optimization: 4X to 5X power reduction
ComSenTer Circuits Highlights: 
• CMOS-based PA with highest power & PAE at 140GHz – record-setting work
• CMOS-based D-band phased array with 13Gb/s & integration into COTS system
• 32-element DBF ASIC + SERDES + ADC-DAC array + baseband
• GaN PA at 140GHz with >24dBm output, 10dB gain; 220GHz InP PA: 30% PAE
ComSenTer Devices Highlights: 
• N-Polar GaN emergence as front-runner candidate for D-band with >42% PAE @94GHz
• Successful growth of diamond at reduced temperature: 400°C
• AlN/GaN transistors healthy and showing promise 
ComSenTer Demonstration Highlights: 
• Massive MIMO COTS + ASICs demo @140GHz
• 140GHz massive MIMO demo with Samsung

Additional information posted on 
src.org under JUMP ComSenTer
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1. Optimized systems integration  Platform Centric Design focusing on Functional Density
High-frequency RF (III-V, SiGe, CMOS) + Analog/Mixed-Signal + Digital + Configurable 
Arrays with Domain Specific Compute + Advanced memory architectures

2. Security + Intelligence  Design and integration from Day 1: integral part of algorithms, architecture, …
3. Optimized packaging + 2.5D/3D Chiplet based devices, circuits, & architectures  Interface I/O power can be high

Need for 2.5D / 3D and multi-die heterogeneous integration at nano, micro, macro levels for comms and sensing
Optimal partitioning and automated design methodologies/flows

4. Work force development in emerging sub-THz comms/sensing/imaging with focus on diversity
Build technical leadership broadly across USA schools in devices, circuits, packaging, & systems: multi-disciplinary 
workforce materials and devices + circuits and tapeout + software + systems/architecture classes

Are we ready for a new wave in Semiconductor Technologies & Education?
Heterogeneity and Modularity: Systems Integration

CLOUD

CORE

BASE 
STATION

MOBILE 
DEVICES PERSONAL 

DEVICES

Convergence of communications, 
sensing, and compute: 

End-to-end integration of 
heterogeneous materials/devices, 

technologies, circuits, and platforms 
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“Don’t be encumbered by history. 
Go off and do something wonderful.”

Robert Noyce
Co-Founder of Intel
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Advances and Challenges in Semiconductor Hardware
Madhavan Swaminathan, Georgia Tech

 Global semiconductor industry projected to become a trillion-dollar industry by 2030 
(Source: McKinsey & Company)

 55 years to become a $0.5 Trillion industry
 10 years to become a $1.0 Trillion industry

 Drivers & Challenges
 Compute & Storage (Deep Learning: 300X “brute force” System Scale Out since 2012 leading to energy crisis)
 Wireless (Single autonomous car expected to produce 4000 Gigabytes of data per day)

 Need Energy Efficient solutions (femto-Joules/bit) with Large Bandwidth Density (500TBps/mm2) in the future

With Moore’s law slowing down, need Heterogeneous 
Integration platforms which combine both sequential 
Monolithic 3D Integration (M3D) and parallel polylithic
chiplet integration to achieve 100X improvement in 
transistor, IO, and Bandwidth Densities.

Andrew John and Micah Musser, “AI and Compute – How much longer can computing 
power drive artificial intelligence progress”, CSET, 2022.

https://www.inovex.de/de/blog/edge-computing-introduction/

https://www.inovex.de/de/blog/edge-computing-introduction/


ANTENNA ARRAY SIW
Planar Goubau Lines

14-16dBi Gain SIW Loss: 0.7dB/mm
Via-less Loss: 1.8dB

Loss: 0.34dB/mm

Mutee Rehman et al, IMS 2021
L. Vijaykumar et al, ECTC 2022

Xiaofan Jia et al, IMS 2022

Kai-Qi Huang et al, ECTC 2021
Serhat Erdogan et al, IMS 2022

Embedded die (no assembly)

Recent Key Accomplishments: Antenna in Package for 6G (D-Band)

Xiaofan Jia et al, ECTC 2022 (10.7dB Gain @ 138GHz)

Glass 
Interposer for 
D-Band 
(Wireless)

World’s first Integrated Antenna w/ Embedded Die in Glass

11dB Gain



1This work was supported in part by the Semiconductor Research Corporation (SRC) and DARPA.

Progress Towards High-Performance THz and mm-Wave 
Transistors for Wireless Systems

Srabanti Chowdhury
srabanti@stanford.edu

mailto:srabanti@stanford.edu


2

The Challenge
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4

4

The bottleneck

v To achieve over x W operation in mm-wave domain (94GHz, 240Ghz and 
300Ghz) with  a PAE of 20-25%. 

v The device should be able to transfer heat over 3-4x W to deliver x W 
without losing the performance. 

àLeverage the thermal conductivity of diamond without hurting the GaN 
channel mobility. 

Thermal 
Expansion

(10-6/K)

Thermal 
Conductivity

(W/mK)

BandGap
(eV)

Dielectric 
Constant

Diamond 1.0 100-2000 5.45 5.7

AlN 4.2-5.4 17-285 6.0 8.3-9.3

4H-SiC 2-4 <450 ~3 9.7

MFP 0: 
100 to

 400 nm

SingleCrystal diamond TC

Thin GaN

Si3N4

Poly-Crystalline Diamond
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Development of Polycrystalline Diamond for 
Thermal Management

400 ℃

700 ℃

ü Lowest diamond-GaN TBR (3.1 m2K/GW)
ü High-quality seeding and nucleation
ü Thin but high thermal conductivity diamond
ü Near-isotropic grains at 400℃
ü Dispersion free HEMT w/ diamond on top
ü HFSS-ADS high-frequency model development

HFSS-ADS model

Diamond growth temperature reduction Lowest reported diamond-GaN TBR

Dispersion free HEMT w/ diamond

~650 W/mK

M. Malakoutian,…,S. Chowdhury, Accepted for TECHCON 2022, Austin, TX, United States, 2021.
M. Malakoutian,…,S. Chowdhury, Cryst. Growth Des., vol. 21, no. 5, pp. 2624–2632, 2021.
M. Malakoutian,…,S. Chowdhury, Appl. Phys. Express, vol. 14, p. 055502, 2021
M. Malakoutian,…,S. Chowdhury, ACS Appl. Mater. Interfaces, vol. 13, no. 50, pp. 60553–60560, 2021. 



6

Role of Industry-Academia partnership

• SRC enabled a platform where industry and academic 
researchers can collaborate, observe, develop and 
nurture technologies

• The “energy” felt during our ComSenTer reviews was 
exceptional

• Collaboration without boundaries helped  set up 
successful seed ideas/projects (DARPA)

The strength of these relationships will drive the future innovations, workforce development and supply of talents to achieve
ambitious yet practical goals.
We need to remove any roadblocks that threaten such collaboration and progress.



Collaboration towards Decadal Plan Goals: Advances and Challenges in Semiconductor Hardware

Vijaykrishnan Narayanan 
Pennsylvania State University

23 June 2022 Vijaykrishnan Narayanan/Pennsylvania State University 3



Evolution from Compute-to-Memory Centric Systems 



Latency-Storage Tradeoff

Compressed Raw Features

Data
1x 50x 1000x

Query Execution Time1000x 50x 1x
Efficient algorithms, Hardware Acceleration, High density memory/storage,

Compute  near memory/storage,  3D Integration
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Enabling Data-Centric Systems

Source: DOE 3DFeM
Source: Tajana Simunic
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Compute-Memory-Storage Hierarchy
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L1

L1

L1

L1

L2

L2
L3

DRAM DRAM DRAM

DRAM DRAM DRAM

MC

RRAM RRAM RRAM

ADC

MC

Near Mem Compute
CPU cores – DRAM Bank

200x benefits

FLASH FLASH
FLASH FLASH

FLASH FLASH
FLASH FLASH

FLASH
FLASH

FLASH
FLASH

SC

DRAM

In Mem Compute
Analog and Neuro Computing

Energy Harvesting
Content-based Retrieval

Graphs DNN

Visual Analytics
500x to 2000x benefits

Near Storage Compute
LUT near Flash Chips

Visual Analytics

DNN

10000x benefits

CPU
Cache Main Memory Persistent Memory Storage

Multi-dimensional 
Caches

In Mem Compute
Content-based Retrieval

In Mem Sorting

M3D-Caches

Compute Support, 50x benefits 

LUT near 
sub-array
100x 
benefits

FPGA
ASIC

Sensors

Computer 
Vision

DNN



BFree Architecture: Sub-array with Reduced Access LUT rows and Compute Engine (BCE)

BCE is a 3-stage pipelined in-order core, placed at the sub-array level. BCE is connected to the timer and decoder ports of the 
sub-array without perturbing the custom-built sub-arrays.

Conventional subarray 
partition

Subarray partition with 
reduced access cost for LUTs

Subarray with the BFree Compute Engine 
(BCE)



Near Storage Processing

Video Directory 
Manager

Smart Feature Processing 
Engine

Video ID

Query
Feature ID

I/
O

 In
te

rF
ac

e

Frame ID
Object ID

Other MDs

Host 

Cosmos+ OpenSSD
DDR3-1066 1 GB

Video 
Directory 
Segment

256 GB NAND Flash

PCIe Gen 2 
8-Lane

Video Entry 
Scheduler

Feature 
Scheduler

Operation 
Handler

Garbage 
Collection

Video 
Directory

Video Entry 
RW Queue

Feature 
RW Queue

Feature 
Buffer

Video Entry 
Segment

Feature 
Segment

Operation 
Buffer

ISKEVA Architecture

Great potential, but many more challenges
• Programming Ease
• Scalability
• Security
• Endurance 
• Power/Thermal



CROSS-LAYER DESIGN FROM DEVICES TO APPLICATIONS

X. Sharon Hu, University of Notre Dame

Faculty collaborators: Michael Niemier (notre Dame), Suman Datta (Notre Dame), 
Mohsen Imani (UCI), Kai Ni (RIT), Thomas Kampfe (Fraunhofer IPMS-CNT, Germany)

Students at Notre Dame: Arman Kazem, Ann Franchesca Laguna, Liu Liu, Mohammad Mehdi Sharifi
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Device

Archite
cture

Circuit
Apps

Algorithm

FeFET (HFO2) FeFET (BEOL)80x30 nm2 500x500 nm21-bit/multi-
bit/analog CAM

Reconfigurable: RAM 
or CAM (RA/CAM)

Exact, best, and threshold match functions

CROSS-LAYER DESIGN: FEFET-BASED COMPUTE-IN-MEMORY FABRICS

MCAM partitioned arrays

RA/CAM + 
crossbar 
arrays

Hierarchical CIM 
architectures

Embedding 
tables in 

rec’dation
systems

Embedding 
memory in 

few-shot 
learning

Hyperdimensional computing
HDC
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VALUE PROPOSITION OF MULTI-BIT FEFETS?
NEED CROSS-LAYER ANAYSIS TO ANSWER!

(a) Encoding Module

ADCs  and Shi� Regis ters

f 1 f n
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CellLevel1 HV
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Data Line Driver
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Predicted 
Class

       (b) Associa�ve       
      Search       
      Module            

1

Crossbar, 
CAM HDC 

architecture
How is 

accuracy 
impacted by 
CAM-based 

distance 
function?

2

4K vector with 3-bit precision cells vs. 12K 
vector with 1-bit precision cells are NOT at 
iso-accuracy; Value derived from multi-bit 
distance function

Δ5%

End-to-end energy comparison: 
value proposition

3

10X gain in energy 
efficiency by MCAM 
at iso accuracy

1.7X gain in energy 
efficiency by MCAM 
at max accuracy

Technology-based solutions needed for 
iso-accuracy

4 What is the impact of realistic, 
cell state distributions?  What σ
of  variation tolerable?

5 What is the impact of a realistic 
associative memory architecture?

Can incorporate 
aggregation effects, 
expected cell states 
into training 
process

6



DEVICE-ARCHITECTURE-ALGORITHM DSEs
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CMOS

VDD

M6M5

M2 M4

M3M1

WL

BLBL

Q
Q

Flash PCM
 

 
 

 

W
L

BL

SL

STT-MRAMSi-FeFET BEOL FeFET SOT-MRAMRRAM

TBD TBDTBD
40X energy 
50X latency
Iso-accuracy

TBD TBD

TBD TBD TBD TBD
Accuracy 
drop with 
Hamming 
distance

40X energy 
50X latency
Iso-accuracy

TBD TBD

TP
Us

Cr
os

sb
ar

s
CA

M
s

GP
Us

TBD TBD

TBD TBDTBD

1 TBD TBD TBD

TBDTBD TBDTBD

TBD TBD TBD TBD

TBD

Non-HDC,

other DNN, 
non-DNN 

algorithms?
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